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The crawling wave experiment was developed to capture a shear wave induced moving interference

pattern that is created by two harmonic vibration sources oscillating at different but almost the same

frequencies. Using the vibration sonoelastography technique, the spectral variance image reveals a

moving interference pattern. It has been shown that the speed of the moving interference pattern, i.e.,

the crawling wave speed, is proportional to the shear wave speed with a nonlinear factor. This factor

can generate high-speed artifacts in the crawling wave speed images that do not actually correspond

to increased stiffness. In this paper, an inverse algorithm is developed to reconstruct both the crawling

wave speed and the shear wave speed using the phases of the crawling wave and the shear wave. The

feature for the data is the application to in vitro prostate data, while the features for the algorithm

include the following: (1) A directional filter is implemented to obtain a wave moving in only one

direction; and (2) an L1 minimization technique with physics inspired constraints is employed to cal-

culate the phase of the crawling wave and to eliminate jump discontinuities from the phase of the

shear wave. The algorithm is tested on in vitro prostate data measured at the Rochester Center for

Biomedical Ultrasound and University of Rochester. Each aspect of the algorithm is shown to yield

image improvement. The results demonstrate that the shear wave speed images can have less artifacts

than the crawling wave images. Examples are presented where the shear wave speed recoveries have

excellent agreement with histology results on the size, shape, and location of cancerous tissues in the

glands. VC 2011 Acoustical Society of America. [DOI: 10.1121/1.3596472]

PACS number(s): 43.80.Qf, 43.20.Jr [PEB] Pages: 585–598

I. INTRODUCTION

Shear stiffness imaging of soft tissue arises from the im-

portance of palpation in diagnosis where the presence of

stiffer tissue is often an indicator of abnormality. As a non-

invasive imaging technique, it can aim to quantitatively

assess the shear stiffness parameter of soft tissue to identify

tumor inclusions or can be used in an invasive procedure to

guide, for example, needle insertion. In the experiments pro-

posed so far, a variety of excitation methods have been

developed to mechanically stimulate the tissue: (1) static

compression, where the tissue is slowly compressed;1–5,7 (2)

harmonic oscillation, where up to two harmonic sources are

used to create propagating shear waves;8–17 and (3) transient

pulses, where a traveling wave is created by a time-depend-

ent point source or line source.6,18–26 Once the tissue is

excited, movies of the interior displacement tissue response

are created by processing the data from successive ultra-

sound radio frequency/in phase and quadrature data acquisi-

tions or successive magnetic resonance data acquisitions and

images of displacement amplitude, or, using inverse algo-

rithms, shear stiffness or shear wave speed are obtained.

Sonoelastography is a real-time imaging technique that

uses Doppler ultrasound to capture the vibration pattern

resulting from the propagation of low-frequency (less than 1

kHz) shear waves through internal organs.14 In the single

frequency vibration amplitude images of sonoelastography,

local decrease in the peak vibration amplitude is associated

with hard lesions in the uniform background and could be

utilized to detect regions of abnormal stiffness. Vibroacous-

tography, on the other hand, is an imaging approach that

uses dynamic radiation force to induce the acoustic response

of deep tissue.10,11 The localized radiation force is generated

by two confocal continuous-wave ultrasound beams at fre-

quencies that differ on the order of kilohertz. An acoustic
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signal in the kilohertz range is recorded near the body sur-

face. The signal is proportional to shear wave speed in the

region of the localized source. The speed is then imaged.

What is different about vibroacoustography and the imaging

modality that is the focus of this paper is that in vibroacous-

tography a shear wave speed image is created from a propor-

tionality factor in a received acoustic signal created by

interfering acoustic waves. Here two harmonic sources will

produce an interference pattern created by two shear waves.

In this paper, we focus on the crawling wave experi-

ment where two harmonic sources with slightly different fre-

quencies are placed on the opposite sides of the domain.16,17

The frequency difference is less than 1 Hz. So when the

spectral variance is imaged by a Doppler ultrasound

machine, a moving interference pattern is visualized. The

scaled phase wave speed of the moving interference pattern

has been imaged by either the Arrival Time algorithm27 or

the Kasai autocorrelator.28,29 Although the crawling wave

speed image can be scaled so that it is similar to a shear

wave speed image in phantoms,16,17,27 the relationship

between the crawling wave speed and the shear wave speed

has been shown to be nonlinear. This nonlinear relation

could produce, especially in the case of point sources, high-

speed artifacts in the images of scaled crawling wave speed

that do not correspond to stiff inclusions in the images of

shear wave speed.30 In the case of line sources, however, the

effect of the nonlinear relation between the scaled crawling

wave speed and the shear wave speed is less. In this paper,

we extend the results in Ref. 30 to in vitro prostate data gen-

erated by line sources (see Fig. 1 for the experimental setup)

and develop a new inverse algorithm to reconstruct the

scaled crawling wave speed and the shear wave speed from

their individual phases. The algorithm utilizes a key concept

relating the crawling wave phase, the crawling wave speed,

and the shear wave phase and consists of five steps: (1) Fil-

ter the data to retain the crawling wave moving in one

direction; (2) use a specialized optimization procedure (see

Sec. III), which includes L1 optimization with physically

inspired constraints, to locally unwrap the phase of the

crawling wave; (3) calculate the crawling wave speed by

computing the phase derivatives of the unwrapped phase;

(4) solve a first-order partial differential equation (PDE) for

the phase of the shear wave induced by one of the sources;

and (5) calculate the shear wave speed. To compare with the

Arrival Time algorithm given in Ref. 30, we note that the

above-mentioned steps (3), (4), and (5) are the same; it is

steps (1) and (2) that are new. Since the new algorithm

retains some features of the Arrival Time algorithm, we will

refer to this new algorithm as AT.FL1.

From synthetic data generated by solving a two-dimen-

sional visco-elastic acoustic wave equation with line sources,

there is no need to filter the spectral variance data to obtain a

wave moving in one direction. From laboratory in vitro pros-

tate data, we do apply a filter to obtain a wave moving in one

direction. The reconstruction results of the scaled crawling

wave speed and the shear wave speed are presented to show

that the shear wave speed recoveries can exhibit less artifacts

than the scaled crawling wave speed recoveries. We show

images to exhibit the improvement with each additional

algorithmic feature.

Compared with the histology image, the shear wave

speed images can have excellent agreement on the size, the

shape, and the location of tumorous tissues in the gland, par-

ticularly when cutoffs are applied in image processing.

The remainder of this paper is organized as follows.

In Sec. II we give a brief review of the mathematical

models for forward and inverse problems. Section III is

devoted to the development of our inverse algorithm. In

Sec. IV we mention briefly our reconstruction results

from simulated data. In Sec. V we give a description of

the materials and methodology. Then Sec. VI presents nu-

merical recoveries from in vitro prostate data. We end

this paper in Sec. VII with concluding remarks and a dis-

cussion of future work.

II. MATHEMATICAL MODELS

A. Equations for the crawling wave speed and the
shear wave speed

Here, we give a brief review of the mathematical formu-

lations of equations for the crawling wave speed and shear

wave speed. For more details, see. Refs. 27 and 30.

Assume the linear elastic model for the infinitesimal dis-

placement induced by the vibration sources. The spectral

variance, G2, for the downward component of motion, which

is the motion perpendicular to the transducer face and paral-

lel to the vibration direction, is the imaged quantity in the

crawling wave experiment. It can be written as

FIG. 1. Setup of the crawling wave experiment with two vibration bars as

line sources: (a) shear vibration sources; (b) biomaterial; (c) ultrasound

probe. The image plane is the cross section that is aligned with the two

vibration bars and under the ultrasound probe. The boundary of the image

plane is highlighted by the light gray curve. Vibration is in the direction of

the black arrow, which is also the direction of the component of motion that

can be measured.
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G2 ¼ juþ vj2

¼ A2 þ B2 þ 2AB cosðx1/1 þ x2/2 � DxtÞ; (1)

where uðx; y; tÞ ¼ Aeix1ðt�/1Þ, vðx; y; tÞ ¼ Beix2ð�t�/2Þ are the

downward time harmonic displacement responses in the

imaging domain due to each of the two sources located on two

sides of the medium. A and B are the amplitude of u and v. /1

and /2 are the corresponding phases. The crawling wave phase

is defined to be Ŵðx; yÞ ¼ x1/1ðx; yÞ þ x2/2ðx; yÞ, and can

be extracted directly from the data. The crawling wave speed

cŴ can then be calculated explicitly as it satisfies

cŴ rŴðx; yÞ
�� �� ¼ Dx; (2)

where Dx ¼ x1 � x2. Here we assume that x1 > x2. The

shear wave phase from each source, /1;/2, cannot be

obtained from the data directly. At the same time, under a

geometric optics approximation, those phases are directly

related to the shear phase wave speed, cs, by

cs r/1ðx; yÞj j ¼ cs r/2ðx; yÞj j ¼ 1: (3)

Finally, cŴ is related to cs as follows:

cs ¼
2
ffiffiffiffiffiffiffiffiffiffiffi
x1x2
p

Dx
cos

h
2

� �����
����cŴ þ O

Dx
x1

� �
; (4)

where cos h ¼ r/1 � r/2ð Þ r/1j j � r/2j jð Þ�1
.

B. First-order PDE for the shear wave phase

The nonlinear scaling factor cosðh=2Þ in Eq. (4) is not

necessarily equal to 61 in the case of point sources, as the

two shear waves are not always propagating in exactly oppo-

site directions even if the medium has a constant shear

speed. In the case of two line sources, cosðh=2Þj j ¼ 1 if the

shear wave speed is constant in the domain. However, when

the shear wave speed in the medium is not constant, the non-

linear scaling factor can be non-negligible.

In order to avoid possible artifacts in the images of

crawling wave speed, we need to obtain one of the phases /1

or /2. A first-order PDE has been derived in Ref. 30 to com-

pute the phases of the shear waves from the two sources:

rŴ1 � r/1 ¼
Dxð Þ2

2x1x2c2
Ŵ

þ O
Dx
x1

� �
; (5)

rŴ2 � r/2 ¼
Dxð Þ2

2x1x2c2

Ŵ

þ O
Dx
x1

� �
; (6)

where Ŵ1 ¼ Ŵ=x1, Ŵ2 ¼ Ŵ=x2. Note that we make this

scaling so that the order of magnitude of Ŵ1, Ŵ2, /1, and /2

are similar. In the case of line sources, we can assume /1 is

constant at one line source and /2 is constant at the other

line source. Then either /1 or /2 can be calculated using Eq.

(5) or Eq. (6) (neglecting the error term), and the shear wave

speed can be computed from Eq. (3).

III. RECONSTRUCTION ALGORITHM

The algorithm to recover the crawling wave speed and

the shear wave speed consists of five steps, which are dis-

cussed in detail in the following.

A. Step one: Directional filter

The mathematical formulations in Sec. II only consider

the case where the shear wave from each source propagates

through the medium and away from the source. This means

that it does not model some reflections. However, in cases

where there are stiff inclusions in the domain, the reflection

of shear waves is inevitable. So while a movie of the crawl-

ing wave interference pattern appears to move in only one

direction, the reflections from inclusions will influence the

amplitude and phase of the imaged wave. In addition, when

in vitro data are utilized, reflection may also occur at the

interface between the prostate specimen and gels that sur-

round the gland. In that case, the measured moving interfer-

ence pattern would not be a single forward oscillating wave

moving in one direction as it is assumed here and was previ-

ously assumed in Ref. 27.

Suppose now the shear waves propagating from the line

sources on the left and the right sides of the domain are,

respectively,

ul ¼ Ale
ix1ð/1�tÞ; vr ¼ Bre

ix2ð�/2�tÞ; (7)

and the backward reflection of waves are, respectively,

ur ¼ Are
ix1ð ~/1þtÞ; vl ¼ Ble

ix2ð� ~/2þtÞ: (8)

Then the total waves from the left and right sources are,

respectively,

u ¼ ul þ ur; v ¼ vl þ vr: (9)

The spectral variance G2 can be calculated from the follow-

ing formula:

G2 ¼ juþ vj2

¼ A2
l þ A2

r þ B2
l þ B2

r þ 2AlAr cos W1

þ 2BlBr cos W2 þ 2<ðuv�Þ; (10)

where W1 ¼ x1ð ~/1 � /1 þ 2tÞ, W2 ¼ x1ð ~/2 � /2 � 2tÞ If

we remove the zero frequency term A2
l þ A2

r þ B2
l þ B2

r and

complexify (Hilbert transform in time) the rest of G2, we

will get

Ĝ2 ¼ 2AlBre
iðx1/1þx2/2�DxtÞ þ 2ArBle

iðx1
~/1þx2

~/2þDxtÞ

þ 2AlBle
iðx1/1þx2

~/2�ðx1þx2ÞtÞ þ 2AlAre
iW1

þ 2ArBre
iðx1

~/1þx2/2þðx1þx2ÞtÞ þ 2BlBre
iW2 : (11)

As the sampling rate is only large enough to capture the

changes in the spectral variance data at very low frequencies,

e.g., Dx, the terms containing AlAr;BlBr;AlBl;ArBr in the

expression of Ĝ2 will be considered as high-frequency noise
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in the data. The remaining part of Ĝ2 now contains two

crawling waves of central frequency Dx propagating in the

opposite directions:

Ĝ2 ¼ 2AlBre
iðx1/1þx2/2�DxtÞ

þ 2ArBle
iðx1

~/1þx2
~/2þDxtÞ: (12)

Since the mathematical model and algorithms reviewed in

Sec. II are designed to recover the wave speed of crawling

waves moving in one direction, we need to separate those

two waves. We accomplish this task by using a two-dimen-

sional directional filter in time and the horizontal spatial

variable on Ĝ2.

Suppose we take a two-dimensional Fourier transform

in the horizontal space variable y and the time variable t of

Ĝ2 at a fixed depth in the domain. In the k;x frequency do-

main, the component of Ĝ2 moving from right to left is

located in the first and third quadrants, while the left to right

component is in the second and fourth quadrants as Fig. 2

shows. We remove all the frequency content in the first and

third quadrants. Then we can inverse Fourier transform in k
the remaining part, evaluate at Dx, and be left with the Dx
frequency content of the wave moving from left to right,

Ĝ2
filtered ¼ AlBre

iðx1/1þx2/2Þ: (13)

B. Step two: L1 minimization

It is straightforward to extract the wrapped phase of the

crawling wave phase x1/1 þ x2/2. In order to eliminate the

wrapped phase discontinuities at �p and p and the effect of

noise in the wrapped phase data, we employ a local phase

unwrapping algorithm by using an L1 minimization tech-

nique with physics inspired constraints. Our algorithm is

inspired by the multilevel graph algorithm for two-dimen-

sional phase unwrapping introduced in Ref. 31.

Suppose the wrapped phase from the complex data is

Wðx; yÞ and the target unwrapped phase is Ŵðx; yÞ. Then,

Wðx; yÞ ¼ Ŵðx; yÞ þ 2pkðx; yÞ; (14)

where kðx; yÞ is an unknown integer function that forces

�p < W � p. The goal here is to reconstruct Ŵðx; yÞ from

Wðx; yÞ.

The basic idea of our L1 minimization technique is to

minimize the distance between rŴ and the discrete gradient

estimated from the values of the wrapped phase W. On the

two-dimensional grid ðxi; yjÞ, 1 � i � m, 1 � j � n we first

define the discrete gradient of W as follows:

Dx
i;j ¼ WðWiþ1;j �Wi;jÞ; Dy

i;j ¼ WðWi;jþ1 �Wi;jÞ; (15)

where Wðfi;jÞ ¼ fi;j þ 2pki;j with integer ki;j chosen such that

Wðfi;jÞ 2 ð�p; p�. The wrapping operator W is introduced

here as we expect the difference between values of the

unwrapped phase at adjacent points should be within 6p.

We then require the grid-based solution Ŵi;j to minimize the

discrete functional

J ¼
Xm�1

i¼1

Xn

j¼1

jŴiþ1;j � Ŵi;j � Dx
i;jj

þ
Xm

i¼1

Xn�1

j¼1

jŴi;jþ1 � Ŵi;j � Dy
i;jj: (16)

To solve this nonlinear optimization problem with a linear

programming technique, we change the minimization func-

tional to a linear optimization problem by introducing two

new variables ti;j; si;j and transforming the nonlinear objec-

tive value into linear constraints:

min
Xm�1

i¼1

Xn

j¼1

ti;j þ
Xm

i¼1

Xn�1

j¼1

si;j

s:t: for all 1 � i � m� 1; 1 � j � n

Ŵiþ1;j � Ŵi;j � Dx
i;j � ti;j

Ŵiþ1;j � Ŵi;j � Dx
i;j � �ti;j

8<
:
for all 1 � i � m; 1 � j � n� 1

Ŵi;jþ1 � Ŵi;j � Dy
i;j � si;j

Ŵi;jþ1 � Ŵi;j � Dy
i;j � �si;j:

8<
:

(17)

In addition to the self-imposed linear constraints, we further

require: (1) Ŵi;jþ1 � Ŵi;j � 0; and (2) jŴiþ1;j � Ŵi;jj � bd,

where bd is the mean of jDx
i;jj over all i; j. The first set of con-

straints is inspired by the fact that the filtered crawling wave

is only moving in one direction, and thus the phase of the

wave should be monotonically increasing from the left side

of the domain to the right side of the domain. The second set

of the constraints is added to avoid phase jumps in the verti-

cal direction. This can happen in areas with a low signal to

noise ratio and result in low-speed artifacts in the images of

phase wave speed recoveries.

With the additional linear constraints, the L1 minimiza-

tion problem that is solved for phase unwrapping is as

follows:FIG. 2. Graphical illustration of two-dimensional filter.
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min
Xm�1

i¼1

Xn

j¼1

ti;j þ
Xm

i¼1

Xn�1

j¼1

si;j

s:t: for all 1 � i � m� 1; 1 � j � n

Ŵiþ1;j � Ŵi;j � Dx
i;j � ti;j

Ŵiþ1;j � Ŵi;j � Dx
i;j � �ti;j

8><
>:

for all 1 � i � m; 1 � j � n� 1

Ŵi;jþ1 � Ŵi;j � Dy
i;j � si;j

Ŵi;jþ1 � Ŵi;j � Dy
i;j � �si;j

8><
>:

for all 1 � i � m; 1 � j � n� 1

Ŵi;jþ1 � Ŵi;j � 0

for all 1 � i � m� 1; 1 � j � n (18)

Ŵiþ1;j � Ŵi;j � bd;

Ŵiþ1;j � Ŵi;j � �bd:

�
(19)

In our computations here, we utilize the MOSEK Optimiza-

tion Software within MATLAB that provides specialized solv-

ers for linear programming, mixed integer programming,

and many types of nonlinear convex optimization problems.

Finally, an alternate method for locally unwrapping the

phase is to apply a local cross correlation procedure:

1. At a specific point, ðx0; y0Þ in the imaging domain, find

the phase T0 as the time shift that maximizes the cross

correlation of the data dðt; x0; y0Þ with an artificial refer-

ence signal s(t):

T0 ¼ arg max
T

X
k

dðtk; x0; y0Þsðtk � TÞ:

The maximization problem is implemented by using the

MATLAB command fminsearch to minimize the negative of

the cross correlation function, using T¼ 0 as the starting

value for the optimization method.

2. At each point ðx; yÞ in a neighborhood of ðx0; y0Þ, com-

pute the phase Tðx; yÞ as the time shift that maximizes the

cross correlation of the data dðt; x; yÞ with s(t):

Tðx; yÞ ¼ arg max
T

X
k

dðtk; x; yÞsðtk � TÞ:

The maximization problem is again implemented using

fminsearch, this time using T ¼ T0 as the starting value.

In Sec. VI we will compare the image quality when we

use the L1 algorithm in this paper to find the phase with the

image quality when the phase is determined using local cross

correlation.

C. Step three: Scaled crawling wave speed recovery

To compute the value of rŴ from the unwrapped phase,

we utilize a two-dimensional averaging method to compute

numerical derivatives.32 Since the averaging method only

requires values of unwrapped phase in a local window sur-

rounding the point of interest, the L1 phase unwrapping algo-

rithm introduced in Sec. III B is performed locally in the

averaging window. In this way, excess data noise in regions

far away from the point of interest will not affect the phase

unwrapping computation in the local averaging window. The

implementation of this averaging algorithm that we used in

our simulation studies30 is valid when the spatial step sizes

are equal to each other. In the case of in vitro data, the spatial

step sizes dx and dy are different, so we explicitly show how

the difference in discretization impacts the algorithm in this

implementation of the averaging method:

Ŵx;i;j ¼
1

ð2r1 þ 1Þð2r2 þ 1Þ
Xr1

k¼�r1

Xr2

m¼�r2

Wm;k
x;i;j;

Wm;k
x;i;j ¼

Ŵiþmþs1;jþk � Ŵiþm�s1;jþk

2s1dx
; (20)

Ŵy;i;j ¼
1

ð2r3 þ 1Þð2r4 þ 1Þ
Xr3

k¼�r3

Xr4

m¼�r4

Wm;k
y;i;j;

Wm;k
y;i;j ¼

Ŵiþk;jþmþs2
� Ŵiþk;jþm�s2

2s2dy
; (21)

where r2 < s1; r4 < s2. To choose the averaging parameters

r1, r2, r3, r4, s1 and s2, we follow the general rule introduced

in Ref. 32:

r1 � r2 � s1 � Oðdx�1=2Þ; r3 � r4 � s2 � Oðdy�1=2Þ: (22)

The range of the parameters that we have chosen yields

excellent results in the numerical differentiation of Ŵ. How-

ever, making the optimal choice of the parameters still

remains an important part of our future work.

After the phase derivatives are computed, the crawling

wave speed is then computed by inverting Eq. (2) as

cŴ ¼
Dx

jrŴj
: (23)

Since the magnitude of the crawling wave speed is usually a

small fraction of the shear wave speed, we image the scaled

crawling wave speed

2
ffiffiffiffiffiffiffiffiffiffiffi
x1x2
p

Dx
cŴ (24)
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to make a clearer comparison to the shear wave speed

images.

D. Step four: Solving for the phase of shear wave

To get the phase /1 of the shear wave from the line

source on the left side of the medium, we need to solve the

first-order PDE (5):

rŴ1 � r/1 ¼
ðDxÞ2

2x1x2c2
Ŵ

: (25)

In our previous work in the case of simulated data (see Ref.

30), this equation was solved by a first-order fully implicit

marching scheme that is unconditionally stable. Here we

adopt the same numerical solver for our inverse recoveries

from simulated data and in vitro data.

E. Step five: Shear wave speed recovery

Before we use the two-dimensional averaging method to

calculate the phase derivatives of the shear wave, the L1 min-

imization procedure is applied again to eliminate jump dis-

continuities from the solution of the PDE and thus prevent

nonphysical low-speed artifacts in the shear wave speed

images. This step is usually not necessary throughout the

whole domain. In some regions, when using laboratory data,

it is needed.

So when this is needed, we solve the minimization prob-

lem (17)–(19), with Ŵ replaced by /1. After we get /1 either

from step (4) or from step (4) combined with an optimization

procedure to remove jump discontinuities, we apply the

averaging scheme (20) and (21) to compute r/1 and then

obtain the shear wave speed using cs ¼ jr/1j�1
.

IV. WAVE SPEED RECOVERIES FROM SIMULATED
DATA

The algorithm we present in this paper for recovering

the scaled crawling wave speed and the shear wave speed is

different from the one used in Ref. 30. However, if we use

the same simulated data, the reconstructed images from both

methods are similar. Note the model used for the simulations

FIG. 3. Patient A: (a) Scaled crawling wave speed recovery with crawling wave phase identification using directional filter and L1 minimization: AT.FL1. (b)

Scaled crawling wave speed recovery with crawling wave phase identification using directional filtering and local cross correlation: AT.FLCC. (c) B-mode

image: The curve indicates the boundary of the prostate. (d), (e) Shear wave speed recoveries with crawling wave phase identification the same as in (a), (b).

(f) Histology image: The black curve indicates the boundary of the tumor. Color bar for recoveries shown from 1 to 3 m/s.
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contains viscoelastic effects and is a two-dimensional model

(see Ref. 30). On the other hand, for in vitro data where

viscoelastic effects and measurement instrument effects are

present, the L1 optimization procedure resulted in significant

improvement in image quality (see Sec. VI).

V. MATERIALS AND METHODS

The in vitro prostate data that we used in this paper

were obtained at the Rochester Center for Biomedical Ultra-

sound. The in vitro cases involving human prostate glands

presented in this study were approved by the Institutional

Review Board of the University of Rochester Medical Cen-

ter and the Institutional Review Board of Rensselaer Poly-

technic Institute. The in vitro cases are also compliant with

the Health Insurance Portability and Accountability Act. In

all cases, it was verified that the patient was not treated with

radiation or hormonal therapies or with chemotherapy which

alter the gland stiffness and the amount of residual tumor. In

the five cases examined, the age of the patients ranged from

59 to 62 years with an average of 60 years. All of the

patients presented adenocarcinomas confirmed with histol-

ogy. Two of them had a Gleason score of 6 and the others

had a Gleason score of 7.

Following radical prostatectomy, five prostatic glands

were obtained and then embedded in a 10:5% gelatin mold.

Three cross sections: AB1 (close to the apex), AB2 (at mid-

dle gland), and AB3 (close to the base) were selected from

each gland to be imaged at approximately 10, 20, and

30 mm from the apex. Shear vibration was created in the me-

dium by two pistons (model 2706, Bruel Kjaer, Naerum,

Denmark) with surface-abraded extensions at the opposite

sides of the gelatin mold (see Fig. 1). The vibration sources

were moved to match the position of each imaged cross sec-

tion. Crawling wave data were obtained with a GE LOGIQ 9

ultrasound transducer (M12L, General Electric Healthcare,

Milwaukee, WI) that is positioned equidistant from the

vibration sources and on top of the gelatin mold (see Fig. 1).

FIG. 4. Patient B: (a) Scaled crawling wave speed recovery with crawling wave phase identification using directional filter and L1 minimization: AT.FL1. (b)

Scaled crawling wave speed recovery with crawling wave phase identification using directional filtering and local cross correlation: AT.FLCC. (c) B-mode

image: The curve indicates the boundary of the prostate. (d), (e) Shear wave speed recoveries with crawling wave phase identification the same as in (a), (b).

(f) Histology image: The black curve indicates the boundary of the tumor. Color bar for recoveries shown from 1 to 3 m/s.
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The frequencies for B-mode and Doppler US were set to 9

and 5 MHz, respectively. The focus depth for the Doppler

US acquisition was set to approximately three quarters of the

gland. The sampling rate was 10 frames/s. For each cross

section, three sets of moving interference data were obtained

with three different vibration frequencies (100, 120, and 140

Hz). These frequencies were selected as a compromise

between resolution and attenuation. Higher frequencies did

not provide good penetration, especially at the base of the

gland. The frequency offset between the two vibration sour-

ces was 0.25 Hz in all cases. This offset allowed for a visual

feedback in the screen of the US scanner to provide a sense

of the quality of the images acquired. This feature enabled

avoiding cine loops in which waves were not propagating

from one side of the imaging plane to the other as expected.

One data set was collected for each cross section and each

frequency (nine cine loops per patient). After imaging, a nee-

dle was inserted into the gland using B-mode guidance to

mark the position for later pathological processing.

For each prostatic specimen, the histological slices

were obtained from the corresponding cross sections

(marked with a needle) and the cancerous regions in the

histological slices were outlined by an expert pathologist to

serve as the true identifier of tumor size and location. The

pathologist was blinded to the imaging results. Other nor-

mal glandular prostate features, including BPH, were not

marked in the specimens so our imaging results focus on tu-

mor identification.

FIG. 5. Patient B: (a) Scaled crawling wave speed recovery: L1 minimization with physical constraints and no directional filtering. (b) Scaled crawling wave

speed recovery: L1 minimization with directional filtering and no physical constraints. (d), (e) Shear wave speed recoveries with crawling wave phase identifi-

cation as in (a), (b), respectively. (c), (f) Scaled crawling wave speed and shear wave speed images using local cross correlation for the crawling wave phase

identification with no directional filter. Color bar for recoveries shown from 1 to 3 m/s.
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FIG. 6. Patient B: (a) Crawling

wave phase derivative, Ŵy, when Ŵ
is obtained by directional filter and

L1 minimization with physical con-

straints. (b) Crawling wave phase

derivative, Ŵy, when Ŵ is obtained

by directional filter and local cross

correlation.

FIG. 7. Patient A’s shear wave

speed images: (a) with the upper cut-

off of 2 m/s; (b) with the upper cut-

off of 3 m/s; (c) with the upper

cutoff of 4 m/s; and (d) with the

upper cutoff of 5 m/s.
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VI. WAVE SPEED RECOVERIES FROM IN VITRO
PROSTATE DATA

Here, we show a few examples to demonstrate our

results on in vitro data. We demonstrate the scaled crawling

wave speed and shear wave speed recoveries from in vitro
prostate data by using (1) the inverse algorithm introduced

in Sec. II; (2) replacing the second step in the algorithm in

Sec. III by the local cross correlation method; (3) showing

how the images deteriorate as each step of the algorithm is

either removed or replaced by another method; (4) showing

that a total variation metric increases as steps in the algo-

rithm are removed or replaced by an alternate method; (5)

exhibiting the difference in phase derivatives when the phase

is identified by our L1 optimization method and when the

phase is identified by local cross correlation and directional

filtering; and (6) exhibiting the effect of the upper cutoff.

For our examples, we chose one cross section, and one fre-

quency, per patient. For the cross sections that correspond to

patients A and B, extensive demonstration of the effect of

the new algorithm on shear wave speed images is given as

described in (2)–(6). In these images, using the new algo-

rithm, there are no significant artifacts. For completeness,

we include an image for a cross section for patients C and D;

in each case a high-speed artifact, which is in the gel outside

of the prostate, is present. We do not add an image for the

remaining patient; there the prostate was located at the bot-

tom of the container and the data quality was significantly

reduced as compared to the data for the other four patients.

Figure 3 illustrates the scaled crawling wave speed image,

the shear wave speed image, the corresponding B-mode image,

and the matched histology image for patient A using the new

algorithm that we designated by AT.FL1. In addition, we dis-

play the images of the scaled crawling wave speed and the

shear wave speed when the phase is identified by directional

filtering and local cross correlation.30 To distinguish this30

from other versions of the Arrival Time algorithm, we denote

the algorithm using local cross correlation by AT.FLCC. So

for the images in Fig. 3, the scaled crawling wave phase is

FIG. 8. Patient B’s shear wave speed

images with upper cutoffs: (a) 2 m/s;

(b) 3 m/s; (c) 4 m/s; and (d) 5 m/s.
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determined either by using the local L1 optimization technique

and directional filtering or by local cross correlation and direc-

tional filtering. For this data set, the two-bar vibration sources

are at frequencies 100 and 100.25 Hz. Notice that both the

scaled crawling wave speed recovery and the shear wave speed

recovery capture a distinct region in the left gland of elevated

velocity. There is no corresponding dark irregular shaped

region visualized on the B-mode ultrasound image. However,

when the shear wave speed image is compared with the histol-

ogy result, the shear velocity image clearly has agreement with

the size, location, and the shape of the cancerous tissue. In

addition, the scaled crawling wave phase derivatives obtained

with filtering and local cross correlation phase identification

are noiser than the phase derivatives obtained with filtering and

local L1 optimization phase unwrapping. Thus local cross cor-

relation results in less accurate shear wave phase when solving

the first-order partial differential equation (5). Comparing the

shear wave speed images in Fig. 3, the result obtained with fil-

tering and the L1 phase unwrapping algorithm provides signifi-

cant improvement on the identification of the size and location

of the cancerous tissue over the result obtained when using fil-

tering and local cross correlation. Note that the histology report

shows that there is an adenocarcinoma close to the apex.

In Fig. 4 we demonstrate reconstruction results for

patient B. In this case, the two-bar vibration sources are at

frequencies 120 and 120.25 Hz. The histology result illus-

trates two tumors (adenocarcinomas) of size 4 mm in diame-

ter in the gland, both of which are captured by our wave

speed recoveries. Here, for two images we use directional fil-

tering and the L1 optimization step presented in this paper

and for two additional images we use local cross correlation

and directional filtering to recover the scaled crawling wave

phase. Comparing Figs. 4(a) and 4(d), the shear wave speed

image has fewer artifacts than the scaled crawling wave

FIG. 9. Patient C: (a), (b) Scaled crawling wave speed with no lower cutoff and lower cutoff set to 1. (d), (e) Shear wave speed with no lower cutoff and lower

cutoff set to 1. (c) B scan. (f) Histology slide. In this case there are artifacts in the gel outside the prostate.
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speed image and the edge of the lesions is also smoother in

the shear wave speed image. For this data set, the shear

wave speed image obtained with directional filtering and the

L1 optimization crawling wave phase unwrapping algorithm

visually gives a better definition on the size and the location

of cancerous tissue. The directional filtering and local cross

correlation crawling wave phase identification step errors

ultimately result in an image that poorly correlates with the

histology markings.

To demonstrate the benefits of the directional filter and

the physics inspired constraints in the L1 minimization pro-

cedure, we present in Fig. 5 the scaled crawling wave speed

and shear wave speed recoveries obtained using the follow-

ing three algorithmic combinations for the crawling wave

phase identification for patient B: (1) L1 optimization with

physics inspired constraints but without the directional filter;

(2) L1 optimization with the directional filter but without

physics inspired constraints; and (3) local cross correlation

without the directional filter. The results obtained with any

of these changes are clearly inferior to the results shown in

Fig. 4. To further quantify the difference of the image qual-

ity, we computed the total variation of the phase wave speed

recovery given in Fig. 4(a) and Figs. 5(a)–5(c) using the fol-

lowing formula:

TV ¼
Xm�1

i¼1

Xn

j¼1

jspiþ1;j � spi;jj þ
Xm

i¼1

Xn�1

j¼1

jspi;j � spi;jþ1j;

where sp denotes the wave speed recovery. The value of the

total variation is 5.32Eþ 3 for the result given by AT.FL1

and 1.83Eþ 4, 8.99Eþ 3, and 1.6446Eþ 5 for the results

obtained with the algorithmic changes (1), (2), and (3),

which correlates very well with the visual comparison.

For patient B we compare the crawling wave phase de-

rivative, Ŵy, where the phase is determined by the direc-

tional filtering together with the L1 minimization technique

and the same crawling wave phase derivative, where the

phase is determined by the local cross correlation and the

directional filtering. From Fig. 6, the derivative, Ŵy, from

the directional filtering and the L1 algorithm shows fewer

jump discontinuities than that obtained with the directional

filtering and local cross correlation.

In Figs. 7 and 8 we present images of shear wave speed

with different upper cutoff values for patients A and B. Notice

that the location of the stiffness regions does not change and

the size of the regions is similar. There is always a trade-off

when choosing the color bar for the images. To exhibit this in

our particular case, we choose a slice for patient C where

there is no cancer. In Fig. 9 we show the effect of the lower

cutoff. In this case the two-bar vibration sources are at fre-

quencies 140 and 140.25 Hz. We show images with no lower

cutoff and images with the lower cutoff set at 1. This shows

that when we use the lower cutoff in order to emphasize the

contrast between normal prostate and cancerous prostate, the

variation of the speeds in the normal prostate, even the varia-

tions above 1, are more difficult to discern.

For completeness, in Fig. 10 we show the scaled crawling

wave speed and shear wave speed images, along with the

histology slide image for patient D. In this case, the two-bar

vibration sources are at frequencies 100 and 100.25 Hz. Here

the algorithm correctly identifies the cancerous region in the

middle of the prostate as a high-speed region. However, there

is also a high-speed artifact at the far right of the image. This

artifact is located outside of the prostate in the gel.

VII. CONCLUSION AND DISCUSSION

In this paper, we have developed an algorithm to image

the speed of the moving interference patterns and the speed

of the shear wave from their individual phases in the crawl-

ing wave experiment and have applied the new method to in
vitro prostate data. The inversion method includes a new

concept. There are two new features of our algorithm

FIG. 10. Patient D: (a) Scaled crawling wave speed; (b) shear wave speed; and (c) histology slide. These images are for the fourth patient. The stiff region in

the center of the image corresponds to the area marked in the histology slide. There is an artifact on the right of the shear wave speed image that is located in

the gel outside of the prostate.
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designed to remove the reflected wave, to minimize the

effect of noise in the data, and to reduce the amount of non-

physical low-speed artifacts in the images: (1) a directional

filter to obtain a wave moving in only one direction; and (2)

an L1 minimization technique with physics inspired con-

straints to calculate the phase of the crawling wave and to

eliminate jump discontinuities from the phase of the shear

wave. The reconstruction results of wave speed from simula-

tion studies are qualitatively the same as reconstructed by

Ref. 30 and exhibit only a small difference between the

scaled crawling wave speed image and the shear wave speed

image when the vibration excitations are line sources. So we

have not presented those results here. However, the applica-

tion of our inverse algorithm presented in this paper to the in
vitro prostate data shows that the shear wave speed images

can exhibit less artifacts and can capture the shape of the

cancerous lesions better than the scaled crawling wave speed

images.

Several procedures in the inverse algorithm and the sim-

ulation study could be improved for future applications:

• We introduced a set of physics inspired constraint (8) in

order to eliminate low-speed artifacts from the scaled

crawling wave speed images. The upper bound parameter

bd is chosen as the mean value of the targeted phase verti-

cal difference jDx
i;jj. This bound is introduced based on the

observation that jDx
i;jj has significant amplitude only in

very limited regions of the image plane. Thus, using the

average of jDx
i;jj as the upper bound of phase change can

prevent a jump discontinuity in the unwrapped phase Ŵ.

However, this method is a global approach, which gives

equal weight to all the points in the medium, inside or out-

side of the prostate specimen. We could very well focus on

those limited regions where the signal to noise ratio (SNR)

is low to choose a better upper bound on the vertical phase

change to improve the quality of our images.
• The upper cutoff of the reconstruction results presented in

Sec. VI is plotted with the color bar cut off at 3 m/s. Differ-

ent cutoff values result in slightly different outlines of the

cancerous lesions in the two-dimensional plot but the loca-

tion of the cancerous tissue is unchanged. The effect of the

upper cutoffs is exhibited in Figs. 7 and 8. A more rigorous

approach to choose the upper cutoff value could be adopted

to exhibit the best edge detection of the lesions. This

approach is beyond the scope of this paper. The lower cutoff

value we use here is 1.4 times the average value in a quad-

rant of normal prostate tissue. This is chosen since we target

imaging tissue that is stiffer than normal tissue average val-

ues. We recognize that choosing a lower cutoff which is

greater than 0 can mask the variations in the normal prostate.

We demonstrate this in Fig. 9. A more rigorous approach to

determine the optimal lower bound that also allows a clearer

view of normal prostate features could be adopted. This

approach too is beyond the scope of this paper.
• In this paper, we perform a directional filter on the crawling

wave spectral variance with the goal to remove the backscat-

ter. This produced images that displayed good agreement

with histology results. It remains to complete a study to

obtain an optimal filter to capture the richest data set from

which diagnostically useful biomechanical images can be

reconstructed.
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